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https://www.nytimes.com/2017/01/18/us/fake-

news-hillary-clinton-cameron-harris.html?_r=0

https://www.independent.co.uk/voices/michael-

gove-boris-johnson-brexit-eurosceptic-press-

theresa-may-a7533806.html
https://www.nytimes.com/2018/11/06/technology/

myanmar-facebook.html

https://www.nytimes.com/2017/01/18/us/fake-news-hillary-clinton-cameron-harris.html?_r=0
https://www.independent.co.uk/voices/michael-gove-boris-johnson-brexit-eurosceptic-press-theresa-may-a7533806.html
https://www.nytimes.com/2018/11/06/technology/myanmar-facebook.html


COVID-19 Infodemic

“The outbreak has been accompanied by a massive 

infodemic - an over-abundance of information – some 

accurate and some not – that makes it hard for people 

to find trustworthy sources and reliable guidance when 

they need it.”
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https://www.who.int/emergencies/diseases/novel-

coronavirus-2019/events-as-they-happen

https://www.who.int/emergencies/diseases/novel-coronavirus-2019/events-as-they-happen


9

Checking claims



Fact checking entities

• Expert / Journalist

• Computational

• Crowdsourcing with end users
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Expert based fact checking

11 https://www.claimreviewproject.com/

https://www.claimreviewproject.com/


https://www.poynter.org/coronavirusfactsalliance/
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Fact checking

Problem:

Manual fact checking cannot 

scale to the amount of 

information produced everyday 

https://www.poynter.org/coronavirusfactsalliance/
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https://www.wsj.com/articles/facebooks-fact-checkers-fight-surge-in-fake-coronavirus-claims-11585580400

https://www.wsj.com/articles/facebooks-fact-checkers-fight-surge-in-fake-coronavirus-claims-11585580400
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``up to 22 days for the platform to 

downgrade and issue warning 

labels on harmful misinformation 

content’’

https://secure.avaaz.org/campaign/en/facebook_coronavirus

_misinformation/

https://secure.avaaz.org/campaign/en/facebook_coronavirus_misinformation/


Expert based fact checking

Advantages
• High credibility
• Can handle nuanced claims
• Can produce detailed evidence of fact checking

Disadvantages
• Not scalable: few claims per day
• Slow: average fact checking time >7 days
• Possible human bias
• Not easy for niche domains 
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Fact checking entities

• Expert / Journalist
• Computational
• Crowdsourcing with end users
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Computational fact checking

• The general problem:

Given some content, assess if it is true or false

17
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https://www.tanbih.org/ [Duroyon et al, 2019]

https://www.tanbih.org/
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Computational pipeline

1. balance potential harm vs effort to check claim

2. quickly detect if viral claims have already been 

fact-checked (possibly in other language)

3. automatically retrieve relevant data from trusted 

sources

4. correct or incorrect

but also partially correct, not enough evidence, 

out-of-context…



Find claims worth checking

• System produces a check-worthiness that provides 
fact-checkers ability to prioritize claims

• ClaimBuster [Hassan et al., 2017] 

• trained on manually annotated sentences
(nonfactual, unimportant factual, checkworthy)
features based on sentiment, named entities, part-
of-speech tags, words, and claim length

• More models based on pre-trained transformers such 
as BERT/RoBERTa [Wright and Augenstein, 2020]
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•

22

Fig. credits: https://jalammar.github.io/illustrated-bert/

https://jalammar.github.io/illustrated-bert/


Detect previously checked claims

• Misleading claims repeated in different channels and 

languages, independently of existing fact-checks published 

with ClaimReview

• Once a claim established as misleading, the spread of its 

variants could be minimized with rapid detection

• [Shaar et al. 2020] matching with BERT and BM25 Datasets: 

• tweets, which are to be compared to claims in Snopes

• political debates, to be matched to claims in PolitiFact
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Evidence retrieval

• Find external evidence to help human/system 

checkers decide factuality of input claim

• Evidence lie in large text documents, audio-visual 

recordings and streams, or in multiple languages

• Given claim and a (closed) data collection (1) rank 

relevant objects (docs), or (2) extract specific pieces 

of evidence, e.g., a text snippet or a recording

• FEVER dataset [Thorne et al., 2018] + BM25/NER/BERT
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Automated verification

• Goal: internal tools presenting evidence, 

(reasoning) and conclusion regarding a claim, 

before the (human) fact-checker publishes article

• Non-explainable vs Explainable

• + “General” claims, “Robust” to noise in data

- Just a label as output 

• + Evidence of the arguments that support/refute 

- Stricter assumptions on claim and data

25



Standard “black box” 

verification

• Gather evidence + classifier (true/false/NEI)

• Can check “any” textual claim, can tolerate noise in 

corpus

26
[Thorne et al., 2018] [Aly et al, 2021]



Standard “black box” 

verification

• Well formed, factual, not 

ambiguous sentence

• High quality relevant 

sources

27
[Aly et al, 2021]
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Standard “black box” 

verification

“Goal: internal tools presenting evidence, (reasoning) and 

conclusion regarding a claim, before the (human) fact-

checker publishes article”

28
https://fever.ai/2021/task.html

https://fever.ai/2021/task.html


Computational fact checking
• General problem: Given some content, assess if it is true or 

false

• Focus today:
Given some textual content and some reference data, 
assess if the content is true or false and explain why

• ≠ identifying check-worthy claims [ClaimBuster]

≠ matching claims to existing checks [FullFact, ClaimReview]

≠ model trust of the sources [Tanbih]
≠ propagation, mitigation and intervention [“Combating Fake News: A 
Data Management and Mining Perspective” tutorial VLDB19]

• Effective, Scalable, Interpretable
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Fact checking



Computational fact checking
• Given some textual content and some reference data, 

assess if the content is true or false and explain why

• Check(claim,data) = 

true/false label, 

confidence value, 

description of the subset of the data that implies the 

decision

• Property and statistical claims
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Checking property claims

• Input textual claim: 

“Elon Musk is the founder of Chevrolet”

• Output: FALSE because

“Chevrolet was founded in 1911 and Elon 

Musk was born in 1971”
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Checking property claims

• Input textual claim: 

“Elon Musk is the founder of Chevrolet”

• Output: FALSE because

“Chevrolet was founded in 1911 and Elon 

Musk was born in 1971”
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Not in data. Count occurrences/text 

patterns/… on Web

Concepts of person, company, birth year, 

founding year, logical contradiction



Checking property claims

• Input textual claim: 

“Michael White’s alma mater is UT Austin”

• Output: FALSE because

“M. White works at UT Austin and 

has Abilene Christian University and Yale 

Divinity School as alma mater”
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Checking property claims

• Input

• Textual claim: “Michael White’s alma mater is UT 

Austin” 

almaMater(Michael White, UT Austin)

• An incomplete knowledge graph

35
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RDF Knowledge Graphs

36

Enterprise: Walmart, Amazon, KPMG, …



RDF KGs

37

<Barack Obama>    <spouse>      <Michelle Obama> .

<Barack Obama>    <birthDate>   “1961-08-04” .

<Michelle Obama>  <birthPlace>  <Illinois> .

SUBJECT PREDICATE OBJECT

[Dong and Srivastava, 2015]
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Computational fact checking

• Given some textual content and some reference data, 

assess if the content is true or false and explain why

• Check(claim, incomplete KG) = 

true/false label, 

confidence value, 

description of the subset of the data that implies the 

decision 

 how to assess/explain if claim is NOT in KG?

38
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● Structure-based: KL [1], KG-Miner [2], SFE [3]

- exploit the topological structure: fact modeled 

by predicate paths/proximity between subject 

and object

● Embeddings: TransE [4]

- relation in graph interpreted as a translation in 

a low dimensional vector space: 

check  s+p=o

s p o

p1
p2

p3

Fact checking with KGs

[1] Ciampaglia et al., PloS one, 2015 [2] Shi et al., AAAI, 2016

[3] Gardner et al., EMNLP, 2015 [4] Bordes et al., NIPS, 2013



Explaining the decision

• Output

• “Michael White’s alma mater is UT Austin” is FALSE 

because

• Evi 1: employer(Michael White, UT Austin) 

Evi 2: almaMater(Michael White, Abilene Christian Univ.) 

almaMater(Michael White, Yale Divinity School)

• Approximate rules over the KG

0.1: almaMater(x,y), almaMater(x,z), y<>z ⇒ ⊥
0.3: almaMater(x,y), employer(x,y) ⇒ ⊥

40
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Negative rules

41

0.9 foundingYear(x,z) ∧ birthYear(y,w) ∧ (z≤w) ∧ founder(x,y) 

⇒ ⊥

[KG] foundingYear(Chev,1911) 

[KG] birthYear(E.Musk,1971) 

x=Chev., z=1911, …

At least one triple is 

incorrect

1.0 President(x, USA) ∧ PlaceOfBirth(x,y) ∧ y ≠ USA ⇒ ⊥
0.9 isMarriedTo(x,y) ∧ hasChild(x,y) ⇒ ⊥

“negative” rules identify inconsistencies

Atom = predicate from KG

[Ortona et al., 2018]

[claim] founder(Chev., E.Musk)



Horn rules discovery
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0.7 hasChild(x,z) ∧ hasChild(y,z) ⇒ spouse(x,y)

“positive” rules address incomplete data

child(Barack, Sasha) ∧ child(Michelle, Sasha) 

⇒ spouse(Barack, Michelle)

1.0 notableWork(y,x) ⇒ creator(x,y)                           (Wikidata)

0.8 hasChild(z,y) ∧ isMarriedTo(x,z) ⇒ hasChild(x,y)   (Yago)

[Galárraga et al., 2013]

[Lajus et al, 2020]



RuleHub

43

http://rudik.eurecom.fr

http://rudik.eurecom.fr/


ExpClaim system

“Elon Musk is the 

founder of 

Chevrolet” 

founder(Chevrolet, 

E.Musk)

44

ExpClaim

Ahmadi et al. Explainable Fact Checking with 

Probabilistic Answer Set Programming. TTO 2019.

https://github.com/ppapotti/expclaim



Mine Logical Rules

founder(Chevro

let, E.Musk)

45

Gather rules and evidence (facts) from the KG

0.9 foundingYear(x,z) ∧ birthYear(y,w) ∧ (z≤w) ∧ founder(x,y) ⇒ ⊥

[K] foundingYear(Chev,1911), [K] birthYear(E.Musk,1971), [c] founder(E.Musk,Chev)



MAP Reasoning

“Elon Musk is 

the founder of 

Chevrolet”

46

A probabilistic extension of answer set programs with the 

concept of weighted rules derived from Markov Logic 

[Lee et al., 2016]



Experiments

• Four DBpedia predicates: 1200 true (false) claims

• Metric: precision, recall, f-measure

• Baselines: text miner (CredE), link prediction (KGM), 

hard rules (ASP)
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Computational fact checking
• Given some textual content and some reference data, 

assess if the content is true or false and explain why

• Check(claim,data) = 

true/false label, 

confidence value, 

description of the subset of the data that implies the 

decision

• Property and statistical claims
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Checking statistical claims
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Country deaths cases

IT 100 10000

FR 110 9900

USA 536 190000

• Rules (FDs, DCs) could be mined over relational data 

In most cases values are there  

Less rich schema: check a few claims (deaths<cases)

• What about derived values such as “death rate”?



/en, /it, /fr, /de, … + API

Checking statistical claims

• Output: FALSE

50

https://coronacheck.eurecom.fr

Online 

since 

March 2020

>20k claims 

checked

https://coronacheck.eurecom.fr/


Problem model
• Scenario: textual claim C, and a set of relational tables D (e.g., 

https://github.com/CSSEGISandData/COVID-19)

• A claim describes the comparison op(<,=,<>,>) between the 
value of query q and a parameter p, when q is executed on D. 
A claim is correct if there if there exists q(D) op p for it

• “The number of new cases increased 100% in March in France” 

explicit claim

• “The number of deaths increased in March in France”  general claim

• If there is no q(D) s.t. op p, then the claim is false (CWA)

• Challenges: (i) number of possible queries is huge, (ii) spurious 
match

51
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https://github.com/CSSEGISandData/COVID-19


Checking statistical claims

52

Country deaths cases

IT 100 10000

FR 130 9900

USA 536 190000

1. Lots of true queries:  

look up: 100, 10000, 110….

ratio: 100/130, 130/9900, 9900/130 …

2. 1.3% may come from 130/100!



From text to query elements to 

data driven check

US death rate is 1.3% in March
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Relations Attributes Tuples FormulaXLM

Total_deaths

Total_confirmed

New_confirmed

Population

…

U.S.A.

U.K

….

March

April

….

a/b

a/b>c/d

a>b

…

p = 

0.013

D Is there a query s.t. q(D) ≈ p? 

Stat Claim?



User feedback
• “Yesterday the number of new 

cases in France decreased a lot”
New_confirmed,
14-15 Sept, 
France, 
(b-a)/a < ?

• “In Europe, the number of new 
cases is decreasing this month”
New_confirmed, 
Aug-Sept, 
tuple ?
(b-a)/a < 0
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Scrutinizer

55

Scrutinizer: A Mixed-Initiative Approach to Large-Scale, 

Data-Driven Claim Verification. Karagiannis et al. –

PVLDB 2020 https://github.com/geokaragiannis/statchecker



International Energy Agency
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Problem

59
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Claim Translation

● Large number of claims in batch
● Classifier accuracy is lower than CoronaCheck, bigger 

space for datasets, attributes, formulas
● We have access to the checkers

In 2017, global 

electricity 

demand grew 

by 3%.

Relation Classifier 

Attribute Label 

Classifier 

Primary Key Value 

Classifier

Formula Classifier

GED.csv

2016,2017

PGElecDemand

POWER(a/b,1/(y2-y1))-1

60



Scaling it up

• Thousands of claims

• Multiple experts in the process

• Hundreds of datasets

61



Crowdsourcing Workflow

Requester

Crowdsourcing Platform

Workers

62



Needs optimization
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Energy claims evaluation

Compound Annual Growth Rate

[Cao et al WebDB 18, Chen et al ICLR 20, Herzig et al ACL 20]



Experiments
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Fact checking entities

• Expert / Journalist

• Computational

• Crowdsourcing with end users

67



Crowdsourced fact checking

Very few thriving projects

68



Crowdsourced fact checking
Advantages

• Leverage large number of users
• High scalability
• Faster response

Disadvantages
• Lower credibility
• Risk of manipulation by partisans
• Need to be aware of human biases
• Imbalance in checking popular vs important topics

69



Birdwatch (Twitter)

• (US only) Community-

Based Fact-Checking

• “Qualified” users fact-

check tweets → notes

• and rate other notes → 

ratings

70

https://twitter.github.io/birdwatch/

https://twitter.github.io/birdwatch/


How is Birdwatch doing?

1. How are check-worthy claims selected by the 

crowd? 

2. What sources are used to support a checking 

decision and how reliable are they? 

3. Are crowd workers able to reliably assess the 

veracity of a tweet? 

71



72[M. Saeed et al., 2022]



Dataset

• Birdwatch (BW) up to Sept 2021: 16k notes, 87k 

ratings

• ClaimReview (CR) fact-checks: 77k

• Manual match by authors (500) and crowd (5.5k)

• 2208 tweets (3043 notes) matching CR checks

73

• https://birdwatch.eurecom.fr/

https://birdwatch.eurecom.fr/


How are check-worthy claims 

selected by the crowd?
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What sources support a decision 

and how reliable are they? 

• BW: 13k links covering 2k 

domains 

Skew: half links from 29 

domains

• CR: 77k links covering only 

73 domains of fact-checking 

groups and journalists

75



Are crowd workers able to 

assess the veracity of a tweet? 

• majority of BW labels match the CR ones
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Ready for adoption?
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[IJCAI’21 survey https://arxiv.org/pdf/2103.07769.pdf ]

https://arxiv.org/pdf/2103.07769.pdf


Research directions

• Applicability & Usability

• More expressive power
[Mori et al, 2022] [Aly et al, 2021]

• Ambiguity in NL
[Veltri et al, 2022][Wenzel, 2019]

• Explanations in NL
[Atanasova et al, 2020]

[Kotonya and Toni, 2020]

78
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Research directions

• Automatic methods poor with NL text (Twitter slang)

and at matching stale claims  crowd is good at this!

• Crowdsourcing and aut. methods fail with subtle 

textual claims  experts are good at this!

• Experts are slow and rely on few sources  crowd 

and aut. methods scale!

• Aut. method X is good on claims of type Y 

given clean data Z….

• How to combine these approaches and methods?

Collaborative solutions [Qu et al 2021]

79
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Research directions

• Automatic tools fact check in real-time all content, 

provide evidence, possible labels

• Platform users provide a first line of defense

• Experts provide quality checks in every step

• Assuming we model trust and cost for all actors 

• Design novel hybrid human-machine solutions 

that coordinate this joint effort!

80



(more) Research directions

• Multi language

• System bias

• Multimodality

• Explainability

• Real time

• …

81



82



83

https://en.wikipedia.org/wiki/Motor_vehicle_fatality_rate_in_U.S._by_year

https://en.wikipedia.org/wiki/Motor_vehicle_fatality_rate_in_U.S._by_year
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Actors and 

actions to 

reduce car 

deaths
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?

?

Actors and 

actions to 

reduce 

misinformation

2021

EU: Digital 

Services Act

UK: Online Safety 

Act



http://www.eurecom.fr/~papotti/

@paolopapotti

• Data driven fact checking is happening

• More research and engineering is needed

• But it’s not only about tech 

- Regulation + Education
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